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Tensors are Multi-Dimensional
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Tensors are Multi-Dimensional
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Modern data is inherently multi-dimensional




Tensors to encode multi-dimensional data

Images: 3 dimensions



Tensors to encode multi-dimensional data
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Tensors to encode multi-dimensional data

Are there trees in
the image?

Images: 3 dimensions Videos: 4 dimensions Visual g&a: ? dimensions



Tensors to encode higher order moments

Pairwise correlations
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Tensors to encode higher order moments

Pairwise correlations
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Third order correlations
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Operations on Tensors: Tensor Contraction

Extends the notion of matrix product

Matrix product
Mv = Z ’Uij

Tensor Contractlon
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Tensorized Neural Networks



Deep Neural Nets: Transforming Tensors
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Deep Tensorized Networks
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Tensor Contraction & Regression Networks by J. Kossaifi, Z. C. Lipton, A. Khanna, T. Furlanello, A, 2017.




Space Saving in Deep Tensorized Networks
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Tensorly: Framework for Tensor Algebra
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Python programming

e User-friendly API

Unified backend i
nified backen e Multiple backends:

flexible + scalable

- @Xnet - Example notebooks in
repository




Tensorly with Pytorch backend

import tensorly as tl
from tensorly.random import tucker tensor

tl.set backend(‘pytorch’)
core, factors = tucker tensor((5, 5, 5),
rank=(3, 3, 3))
core = Variable(core, requires grad=True)
factors = [Variable(f, requires grad=True) for f in factors]

optimiser = torch.optim.Adam([core]+factors, 1lr=lr)

for i in range(l, n_iter):
optimiser.zero grad()
rec = tucker_to_tensor(core, factors)
loss = (rec - tensor).pow(2).sum()
for £ in factors:
loss = loss + 0.01*f.pow(2).sum()

loss.backward()
optimiser.step()



Speeding up Tensor Contractions



Speeding up Tensor Contractions

© Tensor contractions are a core primitive of multilinear algebra.
@ BLAS 3: Unbounded compute intensity (no. of ops per |/0)

Consider single-index contractions: Ce = A4 Bp

Ba22

B(.,1,0) B(.,2,)
gLt
::! L L




Speeding up Tensor Contractions

Explicit permutation dominates,
especially for small tensors.

Consider Crnp = Akm Bpin.-
Q@ Apm — Ami
Q@ Byin — Bipn
Q Crnp — Cinpn
Q | Crnpn) = Amk B(pn)
Q@ Chpn = Chmp
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n
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n

(Top) CPU. (Bottom) GPU. The fraction of time
spent in copies/transpositions. Lines are shown with
1, 2, 3, and 6 transpositions.



New Primitive for Tensor Contractions
Clp] = aop(Alp]) op(Blp]) + B C|p]

@ Pointer-to-Pointer BatchedGEMM requires memory allocation and
pre-computation.

@ Solution: StridedBatchedGEMM with fixed strides.

» Special case of Pointer-to-pointer BatchedGEMM.
» No Pointer-to-pointer data structure or overhead.

cublas<T>gemmStridedBatched(cublasHandle_t handle,
cublasOperation_t transA, cublasOperation_t transB,
int M, int N, int K,
const T* alpha,
const T* A, int 1dAl, int strideA,
const T* B, int 1dB1, int strideB,
const T* beta,
Tx C, int 1dC1, int strideC,

2ot et~ N Avrm 4+ )



Performance of StridedBatchedGEMM

- Performance on par with pure GEMM (P100 and beyond).

CUBLAS SGEMM Performance, P100 GPU
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Tensors in Time Series



Tensors for long-term forecasting

Difficulties in long term forecasting:

80
* Long-term dependencies 60

* High-order correlations 0
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* Error propagation

0 250 500 750 1000 1250 1500 1750 2000
Day

60

mph

20

0 25 50 75 100 125 150 175 200

22



RNNs: First-Order Markov Models

Input state x;, hidden state h;, output vy,
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Tensorized RNNs

L-order Markov
he= f(xe, he—q, he—z)y o heop30); Ye= g(he; 0)

Polynomial Interactions

St—1 = [1, heq, hp—py oo e ]

hea = F(W™x + Wi, inSt-1,1,® o ®S¢—1,i, 0);
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Tensor-Train Decomposition

Reduce # of parameters '?‘"Li,':.::,,‘-f;‘,_'n_:__' i

Linear tensor network
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Seg2seq architecture
TT-LSTM cells

Tensor-Train RNNs and LSTMs
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Tensor LSTM for Long-term Forecasting

Traffic dataset Climate dataset
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Approximation Guarantees

Theorem 1 [Yu et al 2017]: Let the state transition function f € }[,i‘ be a
Hélder continuous, with bounded derivatives up to order k and finite
Fourier magnitude distribution Cs. Then a single layer Tensor Train RNN
can approximate f with an estimation error of € using with h hidden units:
(r+1)~®kb (7 »

k=1 + ?C(k)P

Where d is the size of the state space, r is the tensor-train rank and p is
the degree of high-order polynomials i.e., the order of tensor.

CZ
hs?f(d—l)

* Easier to approximate if function is smooth
* Polynomial interactions are more efficient

Long-term Forecasting using Tensor-Train RNNs by R. Yu, S. Zheng, A, Y. Yue, 2017.



Tensors for multiple modalities

Visual Question & Answering
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Tensors for multiple modalities

Visual Question & Answering
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Tensor Sketching Algorithms

Visual Question & Answering
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Tensors for Topic Modeling



Tensors for Topic Detection

Ehe New ork Times

us.

High-Tech Industry, Long Shy of Politics,

Is Now Belle of Ball

By LIZETTE ALVAREZ DEC. 26, 1999
Correction Appended
At a time when Congress is bitterly divided and unable to reach consensus on

issues like gun control and health care, D ats and Republi are happily
reaching across party lines to pass legislation backed by high-tech companies.

The high-tech industry, at the same moment, is lavishing new attention on
‘Washington and changing its once-aloof posture toward the federal government.

R Wi

P and D« ts are both eager to win the loyalties of high-tech
companies and executives, knowing that they represent untold jobs, wealth and
ulti ly votes and contributions.

For its part, the industry has realized that the federal government can do its
members as much harm as good. Microsoft, and its battle with the Justice
Department, along with a spate of other threatened legal problems, drilled this point

home.

"Microsoft was a poster child for our industry," said Connie Correll, director of
communications for the Information Technology Industry Council, a trade
organization that represents America Online, Dell and I.B.M., among others.

In the House, Representative David Dreier, Republican of California, Robert W.
Goodlatte, Republican of Virginia, and Thomas M. Davis III, a Virginia Republican
whose district includes a growing number of high-tech companies, among others, are
viewed as industry experts.

The New Democrats are often willing to buck their own leadership to live up to
the label as technology boosters. In the past two years, their numbers have grown, to
64 this year from 41in 1997.

These New Democrats have breakfast with high-tech executives every week and
visit Silicon Valley routinely. "I think they are trying to create a mini high-tech party
in a way," said Wade Randlett, a co-founder of TechNet and now an executive at Red
Gorilla, an Internet company. "It's a smart political approach.”

The bulging docket of high-tech issues had led to dramatic growth in the
industry's lobbying on Capitol Hill. Internet and software companies have snagged
some of Capitol Hill's best talent this year -- former Congressional aides whose
expertise blends technology and politics. While Microsoft built a large battery of
lobbyists, beginning two yea!s ago, few other hlgh -tech panies had Washing
lobbying op Sudd g Yahoo and G , are busily
opening Washington outposts, hmng lobbyists and starting trade associations. And
in yet another coming-of-age gesture, executives are beginning to dip into their
coffers.

"It's so critical that Silicon Valley be involved in Washington right now," said
Chris Larsen, the 39-year-old founder of E-Loan who has made six trips here this
year to meet with members. "The stakes are really high."

High-tech lobbying has become so profitable that some high-powered lobbyists
are carving out specialty niches and ing party lines to do it. Edward W.
Gillespie, a former policy and communications director for Representative Dick
Armey of Texas, the House majority leader, and Jack Quinn, Vice President Al Gore's
former chief of staff, have teamed up to start a firm. The two have worked together
on legislation to ease encryption export restrictions, a high priority for the high-tech
industry. Tony Podesta, the brother of John D. Podesta, White House chief of staff,




Tensors for Topic Detection
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At a time when Congress is bitterly divided and unable to reach consensus on
issues like gun control and health care, DEfRGERatS and REPUBIEERS are happily
reaching across party lines to pass legislation backed by high-tech companies.

The high-tech industry, at the same moment, is lavishing new attention on
Washington and changing its once-aloof posture toward the federal government.
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For its part, the industry has realized that the federal government can do its
members as much harm as good. Microsoft, and its battle with the Justice
Department, along with a spate of other threatened legal problems, drilled this point
home.

"Microsoft was a poster child for our industry," said Connie Correll, director of
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lobbyists, beginning two years ago, few other high-tech companies had Washington
lobbying operations. Suddenly, including ¥#H88 and G y, are busily
opening Washington outposts, hmng lobbyists and starting trade associations. And
in yet another coming-of-age gesture, executives are beginning to dip into their
coffers.

"It's so critical that SIiSSHIVENEY be involved in Washington right now," said
Chris Larsen, the 39-year-old founder of E-Loan who has made six trips here this
year to meet with members. "“The stakes are really high.”

High-tech lobbying has become so profitable that some high-powered lobbyists
are carving out specialty niches and crossing party lines to do it. Edward W.
Gillespie, a former policy and communications director for Representative Dick
Armey of Texas, the House majority leader, and Jack Quinn, Vice President Al Gore's
former chief of staff, have teamed up to start a firm. The two have worked together
on legislation to ease encryption export restrictions, a high priority for the high-tech
industry. Tony Podesta, the brother of John D. Podesta, White House chief of staff,



LDA Topic Model
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Spectral Decomposition
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Why Tensors?

Statistical reasons:
* Incorporate higher order relationships in data
 Discover hidden topics (not possible with matrix methods)

A. Anandkumar etal,Tensor Decompositions for Learning Latent Variable Models, JMLR 2014.



Why Tensors?

Statistical reasons:
* Incorporate higher order relationships in data
 Discover hidden topics (not possible with matrix methods)

Computational reasons:

 Tensor algebra is parallelizable like linear algebra.

* Faster than other algorithms for LDA

* Flexible: Training and inference decoupled

e Guaranteed in theory to converge to global optimum

A. Anandkumar etal,Tensor Decompositions for Learning Latent Variable Models, JMLR 2014.



Spectral LDA on AWS SageMaker

E Menu aWS
1

0O What Is Amazon SageMaker?
How It Works
Getting Started

B Using Built-in Algorithms with
Amazon SageMaker

Common Information

Linear Learner

Factorization Machines

XGBoost Algorithm

Image Classification Algorithm
Sequence to Sequence (seq2seq)
The K-Means Algorithm

Principal Component Analysis
(PCA)

£ Latent Dirichlet Allocation
(LDA)

D How It Works
O LDA Algorithm API Reference

Neural Topic Model (NTM)

Using Your Own Algorithms with

“*  English -~ Sign In to the Console

Latent Dirichlet Allocation (LDA)

Amazon SageMaker LDA is an unsupervised learning algorithm that attempts to describe a set of observations as a
mixture of distinct categories. LDA is most commonly used to discover a user-specified number of topics shared by
documents within a text corpus. Here each observation is a document, the features are the presence (or occurrence
count) of each word, and the categories are the topics. Since the method is unsupervised, the topics are not
specified up front, and are not guaranteed to align with how a human may naturally categorize documents. The
topics are learned as a probability distribution over the words that occur in each document. Each document, in turn,
is described as a mixture of topics.

The exact content of two different documents with similar topic mixtures will not be the same, but overall, we'd
expect these documents to more frequently use a shared subset of words, than when compared with a document
from a different topic mixture. This allows LDA to discover these word groups and use them to form topics. As an
extremely simple example, given a set of documents where the only words that occur within them are: eat, sleep,
play, meow, and bark, LDA might produce topics like the following:

eat sleep play meow bark
Topic
Topic1 01 03 02 04 0.0
Topic2 0.2 0.1 04 0.0 0.3

We can infer that documents that are more likely to fall into Topic 1 are about cats (who are more likely to meow
and sleep), and documents that fall into Topic 2 are about dogs (who prefer to play and bark). These topics can be
found even though the words dog and cat never appear in any of the texts.




SageMaker LDA training is faster

Training time for NYTimes Training time for PubMed

100.00 250.00
8 8
S 80.00 £ 200,00
€ 60.00 € 150.00
'GE_) 40.00 22x faster on average 'GE_) 100.00 12x faster on average
£ 2000 v £ 50.00
F 000 @—g—— = 000 G e

5 10 15 20 25 30 50 75 100 5 10 15 20 25 50 100

Number of Topics Number of Topics
—@— Spectral Time(minutes)  ==@=Mallet Time (minutes) =@=Spectral Time (minutes)  ==@=Mallet Time (minutes)

300000 documents

* Mallet is an open-source framework for topic modeling
* Mallet does training and inference together
* Benchmarks on AWS SageMaker Platform




Introducing Amazon SageMaker

The quickest and easiest way to get ML models from idea to production
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Many optimized algorithms on SageMaker
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XGBoost, FM, and Kmeans and PCA Image classification LDA and NTM for
Linear for for clustering and with convolutional topic modeling,

classification and dimensionality neural networks seq2seq for

regression reduction translation



AWS ML Stack

Apolication Vision: Speech: Language:
S:rr\,li::::s © 'Rekognition Image ~ Polly Lex “Translate
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Platform et Amazon s AWS Amazon Machine Spark & Mechanical
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| AWS Deep Learning AMI
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CONCLUSION



Conclusion

Tensors are higher extensions of matrices.
Encode data dimensions, modalities and higher order relationships.

Tensor algebra is richer than matrix algebra. Richer neural network
architectures. More compact networks/better accuracy.

Tensor operations are embarrassingly parallel. New primitives for tensor

L. L.
1
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